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Abstract
This paper demonstrates a cluster-based method to isolate influence in social network-

based observational data, where "influence" is defined to mean that one person posts about a
topic online and a second person posts about the same topic because he or she read the first
post. Isolating influence in observational data is difficult, because we may observe that con-
nected people discuss the same topic in proximate periods for reasons other than influence, in-
cluding homophily–connected people are similar–and exogenous shock; they may have learned
of the topic from some external source. We employ a matched sample estimation technique
that has been used in the past to measure influence by controlling for demographic and usage
based homophily, and add to the matching scheme a cluster ID. Our contribution is two-fold:
First, we provide preliminary evidence that social network-based clusters capture homophily,
indicating that a network-based attribute approach may not only capture homophily but also
may be used in lieu of using demographic attributes for matching similar users in scenarios
when privacy preservation is a concern. Second, we show that by adding a network position
attribute, a cluster ID, when matching similar users, we can isolate influence better. We be-
lieve that our approach to isolate influence can have a broad impact on problems where social
networks and associated behaviors can be observed over time.

1. Introduction
The study of influence is important because influencers have the ability to impact business out-
comes and decisions in both positive and negative ways. Therefore being able to measure influence
and identify influentials is a topic that is often studied by academics and practitioners alike. Influ-
ence and information contagion on social networks has been studied in the context of technology,
healthcare [5, 6], marketing [8, 2], finance, news, and other domains from perspectives originat-
ing from epidemiology, business, computer science, and communication science. Most historical
studies rely only on aggregate-level networks and outcome data for analysis. Only recently have
researchers begun to try to understand the dynamics and behavior of users on social networks,
partly due to the availability of massive amounts of individual-level social network data.

On the social networking site Twitter, researchers can observe short messages posted from one
user to a set of other users at the individual level. Researchers can also observe the follower net-
work and assess how connected individuals are, based on reciprocal links and how many followers
users have in common, as well as whether messages, once broadcasted, get passed on or mentioned
at a later point in time. For example, one recent paper explores what makes people "retweet" or
repost messages and found that when tracking profiles based on connections between people and
connections to topics using psychographic profiles[14], people-people affinity was a much stronger
indicator of likelihood of retweeting [11]. The broadcasting mechanism on the Twitter network is
a wonderful testbed to study the dissemination of information on social networks [4, 7, 16, 17, 19].

Links between social network-based clusters and topical information have been studied be-
fore, usually to identify the "most influential" people on the topic [3], for example, in the bl-
ogosphere where topic-specific clusters (clusters formed by considering only the links between
bloggers formed in the context of a particular topic) can be derived[12]. The topic-specific clus-
ters have been shown to have different identified influencers than if you looked at people blogging
on a topic in the context of the blog-graph as a whole. Many free software tools try to identify
influencers based on social media indicators. For example, the software Klout.com, Traakr.com,
and Technorati.com are all free tools to rank the influence of individuals or blogs. Firms often use
these tools to identify people to target for their products and services. In addition, firms use them
to measure their own influence.

While publicly available tools aim to identify so-called influencers and measure influence, iso-
lating influence is challenging because the apparent spread of information on a network may not
only be the result of influence but also the result of either homophily [13] (connected people are
likely to be similar and hence to post similar topics) or exogenous shock (people often learn about
a topic from the same external source, for example, the news). Although challenging, isolating
influence on networks has been the topic of many recent papers. For example, researchers have ex-



plored using spatial statistics models to model influence on social networks [10]. In addition, one
social network-based method to identify influence is called the edge reversal test where directed
links are reversed to see whether there is influence after the network structure has been perturbed
[1]. The reversal test is limited in that it does not control for homophily by using node-level at-
tributes. Another method used with observational data to control for homophily is matched sample
estimation; users are matched, usually based on demographic and usage covariates, in order to
make the data appear as if users were randomly assigned to experimental conditions [8, 2].

In this paper, we combine a link-based and demographics-based matching approach to improve
on techniques for isolating influence. We focus on isolating influence from homophily and show
that when we control for the network by clustering users based on their social network, we control
for more similarity between users-possibly controlling for both implicit homophily and possibly
even exogenous shock. While it is impossible to control completely for how people learn about
topics on Twitter from external sources without running a controlled experiment, the problem can
be ameliorated using hashtags, which are generally used only on Twitter. Hashtags are text-based
tags that people create and reference in posts so the messages can be classified and then indexed by
topic. In this paper, we study how these hashtags are passed on over time over the social network.
In addition, we show that the social network clusters capture homophily to some degree and can
be used as a partial substitute for user attributes when it is important for privacy to be preserved
for applications like targeted marketing and advertising [15]. The paper is organized as follows.
In section 2, we present our testbed. In section 3, we present our method. In section 4, we present
our results, followed by conclusions and limitations in section 5.
2. Testbed: Collecting Twitter hashtag outcomes and social networks
Twitter is a social networking microblogging solution where users of the service follow other users
who answer the question, "What are you doing?" in 140 characters or less. These short messages
are called Tweets. In the Tweets, people can reference other users, as well as links to webpages
and webstories. Users can also "retweet" messages other users have posted; these are indicated by
the tag "RT." Reportedly, Twitter has more than 200 million registered users sharing information
about a wide range of topics daily. We use Twitter as our testbed, because both links between users
and tweets about particular topics can be observed in public over time.

The Twitter Search API was queried to collect data relating to the network of users, such as
their friends and followers. The Twitter Streaming API was used to collect real-time Twitter posts
for a collection of users. We followed Twitter users who self-identified as Pakistani and Israeli
from September 2010 to May 2011. As new users became followers of users in our initial set, we
followed them as well and collected their social networks. We took a snowball sample of users in
order to build a large linked community of users. This network consisted of over 94 thousand users
and over 14 million links between users. The data was anonymized by mapping all users in our
data to our own set of anonymous IDs. Metadata referring to usernames or Twitter IDs and all "@"
and reply-to mentions of other usernames within the body of the statuses were replaced with their
corresponding anonymous IDs. The users we followed made millions of posts during the study
period, which was a time of great activity in world politics. We extracted news-relevant hashtags
indicated by a # sign from the text of the Tweet messages.

For a given hashtag, we tried to isolate the effect of influence by controlling for demographics,
location, usage, and network position, using the propensity score matching approach described
below.
3. Method
In order to isolate influence from homophily, we employed a method called propensity score
matching, which is an approach to making observational data appear as if it came from an ex-
periment, where users would have been randomly assigned to treatment groups. In our case the
hypothetical treatment group was "being a follower of a poster of a topic" and the hypothetical
control group was "not a follower of a poster of a topic." We matched users in the treatment group
to users in the control group based on a set of user-centric covariates related to demographics,
geographic location, usage, and the network position in order to reduce any selection bias to the
treatment group due to those covariates. We used logistic regression to estimate the propensity of
belonging to the treatment, "having friends that have posted a particular hashtag," given a set of



Attribute Set Descriptions
Non-network -Location, for example, coded as Egypt/Libya/Tunisia/Israel/Pakistan/Other.

Searched for mention of country, large city in the country, or large region in
country in the user->location field of Tweets.
-Number of Tweets the user made in our corpus.
-Number of total Tweets the user made (drawn from total Tweets field in Twit-
ter status)
-Proportion of Tweets that contained a hashtag
-Proportion of Tweets that were retweets
-Proportion of Tweets that were direct replies to other users

Network -Number of friends that this user has within our corpus
-Number of total friends that this user has (drawn from friends count field in
Twitter status)
-Number of total followers this user has (drawn from followers count field in
Twitter status)

Cluster ID -When partitioning the full graph into 250 clusters using Metis [9], treating
each edge as undirected, the ID of the cluster this user was placed in.

Table 1: Description of covariate sets used for matching
user-based covariates. After we resampled the observations by matching, we measured influence
by calculating the difference in the repost probabilities of the two treatment groups after match-
ing. Our main contribution is a way to combine clustering on the social network as a proxy for
homophily with propensity score matching in order to better isolate influence. Each step of our
method is further explained below.
• Assignment to treatment groups: For each hashtag, all users in our corpus were placed into

two groups, a Control group of users who followed no one who tweeted the tag, and a Treatment
group of users who followed at least one person who tweeted the hashtag.

• Attribute construction: We constructed three sets of covariates: non-network, network, and
cluster. The non-network attributes included location and usage attributes; the network at-
tributes included Twitter network attributes such as how many followers the user had; and the
cluster attribute was the cluster ID. We assigned network positions to each user by segmenting
the network into 250 clusters using social network links through use of the Metis algorithm[9].
We chose this algorithm because it was network-based and could easily accommodate the size
of our network. The attribute descriptions are presented in Table 1.

• Match sample estimation: We generated propensity scores for all users using different logistic
regression models based on three different sets of covariates. Each user from the control group
was matched with a user in the treatment group who had the closest propensity score. The
treatment users with which they were matched were required to have a propensity score within
0.25* (std dev of propensity scores) of the control group user’s propensity score (the caliper).
All unmatched users were discarded from both groups.

• Calculation of the difference in the repost probability: After matching, we calculated the
repost probabilities for each resampled group and evaluated the difference between them. In
addition, we built a model to estimate the "treatment effect" of the connection to a prior poster
after controlling for the different covariate subsets.

4. Results
In this section, we compared the repost rate of two different groups of users, those connected to
posters of a topic and those who are not, after propensity score matching using five different co-
variate subsets. The five subsets are unmatched (or none), network, non-network, cluster ID only,
and all attributes. The baseline case is the unmatched case. We will present only the results for the
hashtag #Egypt because of space constraints1. Without matching, the difference between the prob-
abilities of reposting within a certain time window was significantly different between the control

1We applied our approach to numerous hashtags, including many compound words only found on Twitter, e.g.,
#prayforisrael, and found using the network to assess similarity resulted in lower estimates for influence.



Figure 1: (left) Repost probabilities and differences between them for matched subsets of followers and
non-followers. (center) repost probability difference for different clusters (right) entropy and information
gain for different number of clusters
and treatment groups for all hashtags. For example, for #Egypt, the probability of reposting within
7 days for the control group was 2.6% and for the treatment group it was 20.8%, a difference of
18.2%, making the treatment group seemingly 8 times more likely to repost the hashtag. Much
of this difference may be due to homophily or similar exogenous stimulus, and in fact we did find
that when we resampled the data using propensity score matching with the all-attribute model, we
seemed to best control for homophily, thereby reducing the difference in the probability of repost-
ing a hashtag between the two groups drastically. For #Egypt, the control group repost probability
was 3.3% and the treatment group’s was 8.7%, a difference of 5.3%, making the treatment group
only 2.6 times more likely to post, compared to 8 times more likely without matching. The dif-
ferent covariate subsets performed differently when used independently with the cluster ID subset,
managing to reduce the influence effect the most by itself. See Figure 1 for bar charts showing
the different probabilities for treatment (follower repost probabilities) and control (non follower
repost probabilities) and the difference between the two for different covariate subsets. In fairness
to the non-network attribute subset, the cluster ID may capture homophily that we cannot measure
from the available demographic and location data we have; we believe if we were to have richer
demographic data, the difference in the reposting probabilities would have been less.

So far, we have reported results when segmenting our network into 250 clusters (Figure 1 left).
In Figure 1 (center), we show the results of sensitivity analysis for different numbers of clusters and
therefore different-sized clusters. In the center plot, we show the difference in repost probabilities
for both the cluster ID model and the all-attribute model. We found that the difference in repost
probabilities flattened off at around 8 clusters. In addition, we performed a second sensitivity
analysis to measure the homophily in clusters as the number of clusters increased. We calculated
the conditional entropy of the users’ location given their cluster assignment. If a user’s cluster
perfectly predicted their actual spatial location, then the conditional entropy of location given
cluster ID would be 0. If, however, the user’s cluster provided no additional information about
their location, then the conditional entropy would be the same as not knowing the cluster ID.
We also calculated information gain–the difference in entropy of the starting population and the
conditional entropy of knowing the cluster assignment. These plots are shown in Figure 1 (right).
The interesting part in the plot is that as the clusters get smaller, there appears to be more homophily
for up to about 250 clusters. This is an indication that the clustering algorithm is performing as we
intended: it captures homophily.

The main result we found is that by excluding the cluster ID in the matching, we dramatically
reduced the ability of the logistic model to reduce the difference in repost probability, in part
because it captured homophily. For example, the model yielded a matching where the control
group repost probability was 2.6% and the treatment group’s was 15%-a difference of 12.4%-
which means the treatment group is 5.7 times more likely to repost as opposed to 8 times. All
differences are statistically significant.



5. Discussion and Conclusion
In this paper, we have shown a simple result – that when trying to isolate influence in Twitter
observational data, if we include network position in a matching scheme to control for homophily,
we isolate the influence effect better. In other words, without including the clustering attribute to
control for homophily, influence may be overestimated. While these results may have the potential
to make a great impact on studies that try to isolate influence in networks, they do not come without
many limitations.

First, it is not clear that propensity score matching using logistic regression that assumes ob-
servations are independent is appropriate for networked data where observations are often inter-
dependent. Second, a number of methods for isolating influence from contagion in observational
data have come under much scrutiny recently due to the nature of influence and homophily and
the fact that the two are often confounded [18]. Without an experiment it is extremely difficult to
control for possible bias in the estimate for influence due to both unobserved covariates. Finally,
both the context of the discussion and how one constructs and samples from the network makes a
difference in the influence effect estimates. Therefore, it is important to understand, in advance,
what link types and strengths mean. In our case and many other recent studies [2, 8], it is not clear
whether taking a snowball sampling approach to data collection preserves the important properties
for analyzing social networks.

For our Twitter network, we compare the results when the network is defined in two ways. In
the first case, we consider the network as we have discussed above. The network is directed and
influence is directional. In the second case, we consider an undirected network where links have
to be reciprocated, this means that we only consider links where both users are followers of one
another. One might expect that a reciprocal link is stronger than a non-reciprocal link. In Figure
2, we show the results of repost probabilities for followers and non-followers the directed (left)
and undirected (right) networks after matching on all covariates for each pair of followers and
non-follower groups. In addition, we show the repost probabilities for different numbers of poster
friends in the immediate neighborhood, we consider 1 - 5 friends.

For each of these groups we calculated the probability of mentioning a hashtag within some
time window after another user mentioned it, P(User tweets | Someone else tweets). In addition
to just using the cluster ID, we also matched users from the control group to ones in the treatment
group if there existed an undirected path (edges going both directions between every two nodes
along the path) of exactly length 2 between them. We did not match users if they were directly
connected, since users in the control group were placed there because none of their friends had ever
posted the hashtag, meaning that their matched counterparts in the treatment group never posted
this hashtag either. Searching for a length 2 path gets around this and still ensures that the two users
are relatively "close" in the network. We matched users that were in the same cluster and were "2
undirected hops" away from each other. After matching, P(User tweets tag | Someone else tweets
tag) was generated separately for each hashtag for each group, and the degree to which each of the
matching techniques was able to reduce the difference between the two groups was compared.

What we found was that the more connections to people who posted a hashtag, the higher
the repost probability. We also found that reciprocal links for the same number of connections
to people who posted a hashtag, led to higher repost probabilities. The differences highlight the
challenges with dealing with network data and identifying the relevant links for the task and context
at hand. In future work, we will further explore the impact of sampling and network definition on
measuring influence. In addition, we will explore how well clusters based on different types of
social networks (for example, Facebook networks, call networks, instant messenger networks)
capture different types of homophily.
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Figure 2: Repost probabilities for directed and undirected networks for different numbers of ties to posters
of hashtags. The treatment group was matched based on all covariates to a subset of non-follower users for
each number of friend category. The undirected network is comprised only of reciprocal links.
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